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Introduction 
 
 

The spatial databases are not only an important component of national information 
infrastructure. They are the source of our progress and development in many areas and 
together with the access to the world geography network they are considered as the attribute 
of a whole new level of importance. The Internet will provide a framework for future 
international data sharing and participating for public and private institutions. This is the 
vision of new access to the services and namely to the spatial data to spread and fulfil the idea 
of sustainable development on the background of running globalisation [1]. 
 

All these plans will consume a lot of money, the aimed effort and professional 
approach. We can help to accelerate the development of national geographical databases on 
the field of education, being able to generate the professionals in Geographic Information 
Systems (GIS) to support the process and make it more efficient.  

 
Our world is much more closed. The successful regional policy and development can 

be made only with understanding and permanent comparing the local resources with global 
possibilities. GIS tools are very good equipped for this purposes. The large package of 
modelling functions is proposed to change our mind, to test new hypotheses and to increase 
our responsibility for the decisions. 
 

The outstanding possibility to incorporate the temporal dimension of information data 
into all analytical aspect gives us the new facilities for the trend analysis and new reasons for 
sharing information [4], [5]. 
 
 
 
 
Objects, features and structures 
 
 

The incorporation of GIS into state administrative, business, investment, networks  
and  many others fields has allowed for wider use and access to a variety of spatial 
information and new efficient tools for spatial information analysis. Moreover, spatial data are 
collected and processed and during  the last couple of decades the data flow in and between 
organisations has increased exponentially.  
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The ways of managing and distributing that data and namely the resolution of data 

sources have rapidly changed. In connection with these facts also the data management tools 
and techniques are continually changed. These include the automated recognition including 
knowledge acquiring, proper handling of large volumes of data, new accesses to data 
interpretation and effective exchange of information between and among various institutions.  
 

Many users have theirs special requirements on the access to the data, on the content, the administrative 
units where the evaluation is provided, on the relations and contextual and temporal background for the 
processing of data. Even the desktop GIS - ArcView 3.1 allows the users produce theirs own programmes using 
scripts in the Avenue language and spread the possibilities of large system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.: A comparison in the use of landscape districts and river basins in evaluation of horse breeding. 

 
 
 
Results 
 
 

For example, in case of the horse or dairy cattle breeding evaluation it is more suitable use as the unit 
the river basin instead of traditional district or another administrative units. The river catchment area respective 
the groundwater drainage basin has direct environmental connection with animal keeping than the 
administrative department units, see fig. 1. 

 
The plans of world spatial network building open outstanding possibilities for the co-operation and for 

the use of contextual understanding of phenomena and human activities [6], [7], [18]. 
 
The information power continually increase. The satellite data with the resolution 1m are in disposal for 

many applications and namely for the map creation and updating, see figures 2 and 3. The fine resolution of data 



ask for new technology of processing and evaluation. On one hand, the proper edge detection techniques can 
help us to detect and interpret the objects much more exactly. A new convolution masks have been developed to 
simplify the process of the vectorization.  
 

On the other hand the high resolution spreads and accomplishes the object structure and hierarchy. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.:The satellite data, left side -Landsat TM, the resolution on ground 30m and Ikonos, 1m 

resolution. 

 
 
The discrete convolution on the image  f m   with the masks g can be expressed as follows:  
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The figure 5 shows the result of convolution of the original image (fig.4), where  

3-level Robinson edge detector in the form of mask of size  5x5  has been used. 
 

It corresponds to the mask: 
 
MASK 1 1 1 0 -1 -1 1 1 0 -1 -1 1
 1 0 -1 -1 1 1 0 -1 -1 1 1 0
 -1 -1 with the rotation in requested direction. 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.: The map strip of Prague, the map interpretation, compare with image data in fig. 2, on the right 
side. 

 
MASK 2 1 1 1 1 0
 1 1 1 0 -1 1
 1 0 -1 -1 1 0
 -1 -1 -1 0 -1 -1
 -1 -1 

MASK 3 1 1 1 1 1
 1 1 1 1 1 0
 0 0 0 0 -1 -1
 -1 -1 -1 -1 -1 -1
 -1 -1 

 
 
 

 
Fig. 4.: Original image, 1m resolution. 

 
 
 



Fig. 5.: The result of the convolution with 3level maxabs mask for edge detection. 
 
 The object oriented knowledge based DB works with all objects we can recognise and 
interpret on the image. In connection with increasing resolution of the sources we obtain the 
increasing number of objects of course and moreover the complexity of object structuring 
hierarchy is rapidly growing too.We can consider the house as well as the block of houses , or 
the type of the site. Very similar it is in case of trees: scattered trees can create one object and 
dense standing trees another one and what about the forest? 

 
The huge amount of data ask for automation of the recognition and interpretation 

process of spatial data. But this procedures are usually applied without taking context into 
consideration [2], [6], [8], [16] and even spatial character of data. The cognitive ability of the 
last mentioned property is rapid and with spatial data network the access would be very 
simple. The task is to prepare efficient techniques and effective context sensitive methods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 6.: The processing window of ZODOP – the programme package for image processing. 
 
 
 
Conclusion 
 

In this paper, the problem of the geography spatial data network has been addressed. 
Our decisions are becoming increasingly dependent on understanding of complex relations 
and phenomena in the world. And it is the question of accessible information, knowledge 
based decision making and context sensitive analysis applying. These are requirements of the 
future development and that is the reason for spatial data network building and sharing. The 
main goal has been to show selected aspects of this process and compare the increasing 
possibilities of the sources with the difficulties of data structuring on the background of high 
resolution of data.  
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